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ABSTRACT

Complex system conceptual design trade studies tradition-
ally consider risk after a conceptual design has been created. Fur-
ther, one person is often tasked with collecting risk information
and managing it from each subsystem. This paper proposes a
method to explicitly consider and trade risk on the same level
as other important system-level variables during the creation of
conceptual designs in trade studies. The proposed risk trading
method advocates putting each subsystem engineer in control of
risk for each subsystem. A risk vector is proposed that organizes
many different risk metrics for communication between subsys-
tems. A method of coupling risk models to dynamic subsys-
tem models is presented. Several risk visualization techniques
are discussed. An example is presented based upon a simplified
spacecraft model. The risk trading method discussed offers an
approach to more thoroughly consider risk during the creation of
conceptual designs in trade studies.
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1 INTRODUCTION

Risk has traditionally been an afterthought in the concep-
tual complex system design process. Risk is typically only as-
sessed after a conceptual design has been created and does not
explicitly play a role in the creation and selection of conceptual
designs. Our hypothesis is that by moving risk into trade stud-
ies and giving it a place among other important more traditional
system-level variables such as power, mass, etc., conceptual de-
signs will be explicitly created and selected based on risk, re-
liability, robustness, and uncertainty metrics. Specifically, this
research presents a method of explicitly trading and evaluating
designs based upon risk in design trade studies among subsys-
tems with the end goal of maximizing system utility and system
integrity.

This paper presents one possible way to assess risk and make
decisions based on risk in the complex conceptual design pro-
cess. Risk is treated as a vector with multiple components de-
fined by the requirements of the system. The risk vector is then
traded in design trade studies. Based upon the desired level of
risk for a system, specific point designs or portions of the design
space can be identified for further study and development. The
risk trading methodology presented in this paper is implemented
in Phoenix Integration’s ModelCenter [1].

The following sections include background on trade stud-
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ies, Collaborative Design Centers (CDCs), related work, and
other necessary background information. Methodology to trade
risk is developed and demonstrated using a simplified spacecraft
model adopted from Wertz and Larson [2]. Contributions of
the methodology are discussed and future work to expand the
methodology is outlined.

1.1 Design Trade Studies Fundamentals

Design trade studies are used in conceptual complex system
design to generate different designs and compare amongst them.
Trade studies can be performed either automatically using soft-
ware packages or by teams of people. While computer generated
trade studies can create many thousands of design points quickly,
human generated trade studies are often seen as having higher fi-
delity and are more likely to be accepted.

Metrics such as cost, mass, power, volume, and other param-
eters are often traded in trade studies. Each subsystem within
a complex system is initially allocated specific amounts of the
constraint parameters. During the course of the design process,
several subsystems are often found to be lacking in one or multi-
ple constraint parameters but have additional quantities of other
parameters available. These parameters can be traded between
different subsystems and contain intrinsic value of varying de-
grees for different subsystems designers [3—5]. The resulting
conceptual designs can then be ranked according to appropriate
selection rules [6-9].

The basic mathematical concept behind trade studies is sim-
ple and straight-forward. Trade-offs are made between design
variables to achieve maxunum de51gn utility [10]. This generally

takes the form of max f( U ) where U represents relevant system
utility metrics.

This simple equation provides the foundation for a wide
range of analytic methods that all aim to find the optimal design
given system constraints. Many different methods have been de-
veloped to computationally find the optimal solution. The dif-
ficulties, however, are in developing a series of equations that
adequately model the system to then efficiently find the optimum
solutions to those equations.

Trade studies provide fertile ground for the creation and
ideation of new conceptual designs using equations that model
the systems being studied. New design variables can easily be
placed into the existing trade study framework. One such design
variable is risk which is discussed in Section 3.1.3.

1.2 Conceptual Design Centers

Many companies and institutions have teams who perform
trade studies as part of the early complex system design process.
The first and most cited example is the National Aeronautics and
Space Administration (NASA) Jet Propulsion Laboratory (JPL)’s
Project Design Center (PDC) and the associated design team,

commonly referred to as Team-X. The group functions as a con-
ceptual spacecraft mission design team. It was formed in June
1994 [11].

The Team-X design team includes engineers and scientists
from all major spacecraft mission subsystems co-located in the
PDC, which is outfitted with the latest technology to aid in space-
craft mission development and concurrent design. This gives
Team-X the ability to complete spacecraft architecture, mission,
and instrument design trade studies very rapidly [12]. Most
Team-X trade studies are completed in 2 to 3 days, compared to
3 to 9 months to complete a comparable trade study [13]. Team-
X has also reduced the cost of concept-level spacecraft mission
design by a factor of 5 compared to conventional design pro-
cesses [13].

The success of Team-X spurred other NASA research cen-
ters to adopt the methods used by Team-X. These include the
Langley Research Center (LaRC) [14], two other groups at JPL
known as Team-Z [15] and Team-I [16], NASA Goddard [17],
and the Johnson Space Center [11]. Similarly, the European
Space Agency (ESA) has replicated the methods used by Team-
X [18]. A collection of academic institutions including Stan-
ford, CalTech, MIT, the Technical University of Munich, Geor-
gia Tech, and others have also created Collaborative Design
Centers (CDCs) to perform trade studies for simulated complex
system design [11, 19-21]. Finally, several private companies
have adopted the Team-X approach to Trade Studies. The first
organization to follow the lead of Team-X was the Aerospace
Corporation with the creation of a CDC named the Concept De-
velopment Center in 1999 [22]. Boeing’s Military Aircraft divi-
sion also houses a CDC, as do the successor companies of the
TRW corporation [11].

1.3 Paper Focus and Contributions

Within Team-X and other CDC groups, there are often de-
sired levels of system level risk. While it might appear that a de-
sign minimizing risk is always desired this is often not the case.
Sometimes designs with a specific level of risk above the abso-
lute potential minimum is desired. In the case of Team-X, this
is due to the desire to launch challenging missions. NASA is in
the business of developing new technologies and doing missions
that no other organization has — both of which are risky, without
taking unnecessary risks. Instead, missions are selected for fur-
ther development based on several factors including the mission
risk profile. A risk target window has been defined that balances
pushing the boundaries of engineering and science with a desired
level of mission success [23].

The method presented in this paper is developed to augment
current methods and practices in use at JPL and other CDCs.
The method provides a means for stakeholders to account for
risk in conceptual designs, and for engineers to choose subsys-
tem designs or components based upon risk. Managers selecting
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specific risk-profiles can use this method to identify the most in-
teresting designs. Customers of Team-X sessions can use this
method to get a feel for the risk profile of the end design.

2 RELATED WORK

Some Collaborative Design Centers currently employ tools
and methods to capture risk in the conceptual design process.
However risk capture happens before or after conceptual designs
have been generated, or as part of a process that happens in lieu
of trade studies. Further, risk does not play a role in early con-
ceptual design development. One such type of tool is Risk and
Rationale Assessment Program (RAP) used by Team-X.

The RAP tool is a Probabilistic Risk Assessment (PRA)-
based assessment software package that was developed internally
at JPL. During a trade study session each subsystems chair has
the ability to enter information into the tool as she sees fit. This
data contains a Risk Priority Number (RPN) comprised of the
likelihood of a specific risk occurring multiplied by the effects if
the risk is realized. Mitigation information can also be entered
in a free-form text box. In Team-X one person is dedicated to
monitoring the RPN tool and compiling the data entered by the
subsystems chairs to create an overall system-level risk assess-
ment. This person is known as the risk chair [24].

While RAP does a decent job of identifying mission risks
outside of normally accepted risks, it also can find surprise risks.
However this only happens when the tool is actually used. Obser-
vations indicate that during Team-X sessions RAP is either used
as an afterthought once most of the conceptual design work had
finished or not used at all.

Another point of interest with RAP is how it is decoupled
from the trade studies conducted by Team-X. Risk cannot be
traded with RAP nor does it find its way into the trade stud-
ies. Instead risk assessment is conducted as an afterthought to
the conceptual designs being created. It should also be noted
that other groups outside of NASA have used tools similar to
RAP and with similar implementations yielding similar results
and problems [25-27].

In addition to RAP, JPL has also developed Defect Detec-
tion and Prevention (DDP), a tool that helps engineers deter-
mine what mitigation steps will provide the largest reduction in
system-level risk [28]. The tool was originally conceived to be
used in assurance planning [29], and has since been extended
for use in conceptual complex system design [30]. To date no
CDC has adopted DDP; however, some studies conducted out-
side of CDCs have been performed. While literature on DDP
does state that risk should be traded and provides a framework
for trading, trade studies are not suggested to be performed in
CDCs. However, the method does suggest that trade studies can
be used to determine how much risk should be mitigated in early
conceptual design, and further, that risk can be compared against
performance metrics to find the optimum level of risk versus per-

formance [28]. But to examine risk, conceptual designs must
be first created before the DDP method can be used to analyze
risk [31]. The DDP method suffers from being perceived as an
overly complicated tool and methodology.

While RAP and similar tools have been adopted in many
CDCs and DDP has found some use outside of the CDC en-
vironment, several other methods have remained purely aca-
demic. For instance, a risk management method developed by
Dezfuli et al. embeds the NASA Continuous Risk Management
(CRM) process into a broader decision framework [32]. The
method presents a risk management approach intended to be used
throughout the product life-cycle. Performance measures and
NASA’s CRM process are relied on to assess risk. While the
method does state that risk must be accounted for in the concep-
tual design phase, and further briefly mentions the trade study
process, the actual analysis of risk happens after conceptual de-
signs have been created [33]. Thus the method does not place
risk directly in the creation of the conceptual designs in the trade
study process.

A normative method that attempts to balance cost, risk, and
performance for decision makers in preliminary spacecraft mis-
sion design is presented by Thunnissen [34]. The method fo-
cuses on uncertainty and classifies it into four different categories
(ambiguity, epistemic, aleatory, and interaction), three subcate-
gories of epistemic uncertainty (model, phenomenological, and
behavioral), three sub-sub categories of model uncertainty (ap-
proximation errors, numerical errors, and programming errors),
and four sub-sub categories of behavioral uncertainty (design,
requirement, volitional, human errors). Thunnissen finds uncer-
tainty in several areas of preliminary mission design. Launch ve-
hicles have uncertainty due to the type and variant of launch vehi-
cle with respect to availability both due to production schedules
and political concerns, the reliability of the launch vehicle with
regards to chance of mission loss, performance as measured by
injecting the mission into the correct orbit, and cost of the launch.
The launch date of a mission has uncertainty due to weather
delays, range delays, launch vehicle delays, and spacecraft de-
lays. Mission trajectory has uncertainty, as the total change in
velocity (AV) a mission must achieve varies based upon unpre-
dictable outside influences, and other miscellaneous uncertain-
ties. To deal with these uncertainties probabilistic methods and
Bayesian techniques [35] are employed. However, risk in the
form of Thunnissen’s uncertainty definitions is not considered
during trade studies. Instead, it is analyzed for a specific subset
of overall mission design during the very early stages of concep-
tual design prior or in lieu of trade studies.

Another method developed by Thunnissen formalizes mar-
gins in trade studies and also attempts to trade risk in trade stud-
ies [36]. However trading risk is an afterthought to the primary
concern of design margins in the method. The risk model pre-
sented simply replaces an expected design constraint. Rather
than setting a fixed minimum value for a design constraint, a
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100% risk of failure is produced when the minimum value is
crossed. The primary contribution of the work is the formaliza-
tion of margins in trade studies — not implementing risk in trade
studies.

Finally, Charania et al. present a collaborative design
method that utilizes Probabilistic Data Assessment to trade risk
in trade studies conducted using Phoenix Integration’s Model-
Center software package [37]. However risk is treated as a sepa-
rate “subsystem” in the trade studies. Risk is not explicitly incor-
porated into each subsystem model. Rather, like the RAP meth-
ods used by Team-X and others, one person or one “subsystem”
model is in charge of risk.

In summary, some methods such as RAP and DDP have
found use in CDCs and elsewhere while other methods such as
those developed by Thunnissen, Charianian et. al., and others re-
main academic. Some of the methods analyze risk after concep-
tual designs have been created using trade studies. Others ana-
lyze risk prior to trade studies or bypass trade studies all together.
One even analyzes risk within trade studies during the creation
of conceptual designs as a separate subsystem. However, no
method currently places risk within each subsystem model to be
controlled and developed by individual subsystem chairs during
the creation of conceptual designs in trade studies. This research
asserts that a method is needed that gives the power to analyze
subsystem risk and trade system-level risk to subsystems chairs
during the creation of conceptual designs in trade studies. This
will produce results that are more accurate and more trustworthy
than currently available methods, resulting in a method that can
be adopted in practice.

3 METHODS

In this section a methodology is presented to trade risk
within trade studies during the creation of conceptual designs.
Risk trading will happen between separate subsystems and be
overseen by each subsystem. Risk will be tradeable as a system-
level parameter. To facilitate risk trading, a risk vector is de-
veloped that encompasses risk, reliability, robustness, and uncer-
tainty. Several topics are introduced next to facilitate the cre-
ation and population of the risk vector. Methods are presented to
create a system-level risk vector from the constituent subsystem
risk vectors. Ways of using the system-level vector in trade stud-
ies are then presented to demonstrate how to use the risk trading
methodology. The steps involved are summarized in Table 1.

3.1 Relevant Methods and Concepts

Several relevant methods and concepts are used in this re-
search. This section provides a brief review of software used to
perform trade studies; a method of grouping risk, reliability, ro-
bustness, and uncertainty into one meta-category; and methods
of quantitatively accounting for risk, reliability, robustness, and

Table 1. Steps to Perform Trade Studies Using Risk as a Tradeable
System-level Parameter

1. Construct subsystem-level risk vector

2. Implement risk vector into subsystems; populate subsystems

models with risk methods
3. Combine subsystem vectors into system-level risk vector

4. Use appropriate means of visualizing system-level risk vectors

5. Perform trade study using risk vector as a tradeable system-level

parameter

uncertainty. These methods and concepts are necessary for the
development of the risk trading methodology presented here.

3.1.1 Trade Study Software Many formal trade stud-
ies are conducted using software packages. Several different
commercial and academic packages exist on the market to en-
able both automated and manual trade studies. Automated trade
studies are conducted by a computer and can create many differ-
ent conceptual designs quickly. In such studies, humans set up
automated trade studies and review the results but do not generate
the concepts. Automated trade studies are used when large sets
of conceptual designs are desired, often to map out the design
space. Manual trade studies have humans in the loop and gen-
erate conceptual designs much more slowly. While automated
studies can fill out a trade space quickly, manual trade studies
are often viewed as having higher fidelity and being more true
to life. Manual trade studies are used when expert judgment is
more useful than pre-programmed formulas in creating a limited
number of conceptual designs.

Commercially available and academic software packages
exist that support both manual and automated trade studies. They
include ICEMaker [38], Advanced Trade Space Visualization
(ATSV) [39, 40], and ModelCenter [1] among others [41, 42].
Some such as ATSV are only capable of performing automated
trade studies while others such as ModelCenter can be used to
perform both manual and automated trade studies.

This research makes use of Phoenix Integration’s Model-
Center software. ModelCenter integrates many of the functions
of ATSV into a robust package that employs the concept of
“wrappers” to the complex systems design process. Wrappers
are used to interface design tools such as Microsoft Excel, EES,
CATIA, etc. with an optimization and/or trade space exploration
program. The wrappers can be linked together so that variables
from one design tool can be interfaced with variables produced
by another tool. The design tools can be controlled from multiple
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computers across a network allowing large-scale collaboration
on the order of a 30 person CDC environment.

ModelCenter automates the process of running trade space
exploration and design optimization algorithms through the in-
terconnected wrappers. The actual computations can be run ei-
ther on a local machine or a remote cluster of servers. Very large
data sets can be created quite quickly in this manner. Many vi-
sualization techniques and trade study tools are included in the
ModelCenter software. These tools can allow a design team to
quickly find weaknesses in a design, find optimal solution sets
using multi-variable trade studies, and in general aid the design
process.

ModelCenter also has the ability to be run in a manual mode
with human-in-the-loop control over the process. In a CDC en-
vironment, this allows for complete control of the models and
outputs of each subsystem. It is also possible to only have cer-
tain models and subsystems manually controlled while the rest
of the subsystems in the trade study are automated [1].

This paper uses ModelCenter in the development of a risk
trading methodology. However, the methods developed here are
applicable in any other trade study software tool. They also work
in both manual and automated trade studies.

3.1.2 Risk, Reliability, Robustness, and Uncer-
tainty Trading any variable in a trade study can only occur
when all of the models and all of the people agree on the defini-
tion and value of that variable. While it is easy to define a cost
variable as the dollars it will take to build something or a mass
variable as the mass of an object, it becomes increasingly diffi-
cult as the value being traded becomes more abstract. Risk is one
such variable, and hence requires a clear definition.

Risk is often defined in engineering as the probability of oc-
currence multiplied by the severity of impact. However many
people including engineers think of risk more by its dictionary
definition: the possibility of suffering harm or loss, or a danger.
Other concepts such as reliability, robustness, and uncertainty are
also often lumped in the same category as the engineering defi-
nition of risk. Reliability can be defined in engineering as “the
ability of a system or component to perform its required func-
tions under stated conditions for a specified period of time [43].”
Robustness in the systems engineering context refers to a sys-
tem that is resistant to failure due to inputs that are beyond the
expected and designed for input range [44]. Uncertainty is a
result of a lack of knowledge about system specifications, and
errors resulting from imperfect models [45]. Some researchers
further break down uncertainty into multiple subcategories that
often contain elements of risk, reliability, and robustness [46].

3.1.3 Risk Analysis Techniques It is necessary for
the methodology presented in this paper to be able to quantify
risk in a repeatable and robust manner. Many risk evaluation

tools exist that are commonly used in industry. For instance,
Failure Modes and Effects Analysis (FMEA) and its exten-
sion, Failure Modes and Effects Criticality Analysis (FMECA),
adding criticality analysis, find use across many industrial sec-
tors. FMEA/FMECA analyses examine potential failure modes,
their effects on a local and system-wide level, the severity of the
effects, potential causes of the failure, the probability of occur-
rence of the failure, current detection methods for the failure,
detectability of the failure, recommendations to mitigate failure
effects or causes, and a Risk Priority Number (RPN) which is the
product of severity, occurrence, and detectability that can be used
when prioritizing which failure modes to address first. Severity
refers to the severity of the impact of a failure. Occurrence is the
likelihood of that failure occurring. Detectability is the ability
to detect the failure in enough time to take corrective action to
prevent the failure from occurring. Some FMEA/FMECA stud-
ies also include information on corrective action taken and other
post-analysis information used for tracking progress of mitigat-
ing failure risks [47,48].

In addition, in early conceptual design or when more rigor-
ous risk analysis cannot be performed, expert judgment is often
used. One or a group of experts is asked to rate the level of risk
present in a component or subsystem. The resulting rating can
take the form of “low, medium, high,” a numeric scale, or many
other options.

Another commonly used fault analysis tool is Fault Tree
Analysis (FTA). FTA is employed when a top-down graphical
approach to failure analysis is desired. Generally resembling
business organization charts, FTA starts with a top-level failure
and proceeds downward, analyzing all of the potential causes in
turn. Boolean operators and logic gates are used to create the
model. After appropriate reliability numbers have been assigned
for each component, perhaps having been acquired from a failure
database, a total fault probability can be garnered [49].

The risk methods presented in this section are only a small
selection of the wide array of robust quantified methods available
including Qualitative Risk Assessment (QRA) [50], Event Tree
Analysis (ETA) [51], Reliability Block Diagram (RBD) [52],
PRA [53], Functional Failure Identification Propagation (FFIP)
[54], Function Failure Design Method (FFDM) [55-59], Risk in
Early Design (RED) [60], Hierarchically Performed Hazard Ori-
gin and Propagation Studies (HiPHOPS) [61], and Risk and Un-
certainty Based Integrated and Concurrent design methodology
(RUBIC) [62] among others.

3.2 A Risk Trading Methodology: Main Steps

The risk trading method presented in this section trades risk
as a system-level parameter in trade studies. Further, the method
advocates that risk calculations and information for each subsys-
tem be put under the control of each subsystem model and be the
responsibility of each subsystem engineer. This section intro-
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duces the concept of risk vectors, shows how to implement them
in subsystem models, outlines methods of combining subsystem
risk vectors into a system-level risk vector, and introduces vari-
ous methods of using the risk vector to trade risk in trade studies.
(See Table 1 for the steps of the proposed methodology.)

3.2.1 Creating Risk Vectors In industry and
academia it is often the case that the definitions of risk, relia-
bility, robustness, and uncertainty become blurred and mixed
together. While it is important to tightly define these terms for
the project at hand, one can think about this family of concepts
under the meta-category of risk. Especially when talking with
non-subject experts, grouping all of the related ideas into a risk
meta-category can be very useful.

The concept of grouping risk, robustness, reliability, and un-
certainty into one meta-category can be extended to create risk

vectors. A risk vector, Risk is defined to include all components
of risk, reliability, robustness, and uncertainty in a design. So

long as Risk is defined properly for the design and everyone using

Risk understands what the constituent components of the vector
represent, representing the risk family in this manner is very use-

—_—

ful. For example, Equation 1 shows one potential generic Risk
configuration.

Riskmetric#1
Riskmetric#2
Robustnessmetric#l
Robustnessmetric#2
Reliabilitymetric#1
Reliabilitymetric#2
Uncertaintymetric#l
Uncertaintymetric#2

Risk = (1)

3.2.2 Populating the Risk Vector Populating the
risk vector is simple and straightforward. The trade study facil-
itator and subsystems chairs must agree upon the risk metrics to
be included and the construction of the vector. Depending upon
the risk methods employed, the risk metrics that result either can
be directly placed into the risk vector or will need to be trans-
formed into a metric or suite of metrics that have meaning and
value in a trade study setting. As long as the specific types of

risks being analyzed are properly defined, Risk can be compared
between different components, subsystems, and functions. This

opens the door to trading Risk in trade studies. A robust method
for properly defining risk in this context will be developed in fu-
ture work.

Expert judgment, when conducted in a repeatable and quan-
tifiable way, can be directly placed into risk vectors. FTA pro-
duces a top-level probability of failure that can be directly used

in risk vectors [63]. Other methods that produce a top-level quan-
tifiable metric can be directly integrated into risk vectors.

FMECA and other risk methods that have multiple met-
rics must be dealt with differently. The resulting Risk Priority
Numbers (RPNs) from a FMECA are often prioritized from high-
est to lowest RPN in order to address the highest risks first and
decide which risks must be addressed and which can be safely ig-
nored under budgetary constraints. While using the highest RPN
score from a FMECA can be effective in flagging a risky com-
ponent or function, it does not tell the whole story. Another way
of pulling meaningful information from a FMECA without look-
ing at the entire list of RPNs is to sum the FMECA RPNs and
divide by the total number of RPNs. This will produce an aver-
aged RPN number. By looking at both the maximum RPN and
the averaged RPN of a function or subsystem, a more complete
picture of the FMECA can be obtained without having to review
the entire FMECA.

A risk vector containing FTA, expert judgment, and FMECA
data can take the form of Equation 2. Note that it is important to
identify what each risk metric is analyzing. For instance, several
different types of expert judgment or FTA analysis can be present
and important in conceptual designs and trade studies.

MaxRPN
AverageRPN
5o | FTAofCompleteMissionLoss
Risk = FTAofScheduleRisks @

ExpertJudgmento fCostOverrunRisks
ExpertJudgmentofRisko f MissionDegradation

The risk vector developed in this section is not yet ready to
be integrated into trade studies. Next, the risk methods that the
risk vector represents must be implemented in the subsystems
models. Risk metrics have been chosen and defined. At this
stage, subsystems engineers must now develop their individual
risk subsystem models. This is covered in the next section.

3.2.3 Developing Subsystem Risk Models Risk
models found in the literature and in practice are typically static.
They do not automatically change based upon new inputs. In
fact, standard risk methods do not normally take new inputs. For
effective risk trading, a dynamic approach to risk methods must
be taken.

Three options are available to use risk methods in risk vec-
tors implemented in trade studies. The first option is to use
risk methods without any modification. Unlike the other options
where dynamic inputs come from the subsystem models, this op-
tion uses risk methods and metrics that could otherwise stand-
alone. This option is not especially useful or helpful unless the
risks being accounted for in the risk vector do not change as the
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rest of the subsystem design changes. Except in rare cases, this
option will not accurately capture risk and further voids any abil-
ity to trade risk between subsystems.

The second option is to make the inputs to risk methods dy-
namic. This means that an FTA top level probability of failure,
for instance, would change based on the probabilities attached to
the sub-elements of the fault tree. The sub-element probabilities
are no longer fixed static quantities as they would be in a stand-
alone FTA. Instead, the sub-element probabilities are directly
fed from dynamic inputs based upon other subsystem models
and system-level parameters. This makes trading risk between
subsystems easy as any change in input variables as a result of
system-level parameter trading creates an immediate response in
the risk vector. Thus, rather than having a static FTA or FMECA,
a dynamic FMECA is available.

The third option requires the creation of several static risk
models. The correct static risk model is then chosen either au-
tomatically or manually based upon the inputs to the subsystem.
This can be especially useful if the subsystem model involves
choosing between components or discrete functions.

Whatever risk model trade study option is chosen, the risk
models must be integrated into the existing subsystems models.
Further, the risk models must be created, managed, and be acces-
sible by the individual subsystems chairs. If using subsystems
models written in Microsoft Excel or similar programs, it is rel-
atively easy to add basic risk models by creating a new tab in the
Excel workbook for risk models. In the case of more advanced
models or where proprietary source code is used, a second model
encapsulating the risk models can be used. However, the separate
risk models must still be part of the overall subsystem model.

To create a practically useful risk trading method, each sub-
system chair must be in control not only of their normal subsys-
tem models but also of the risk models for their subsystems. The
full set of subsystems risk models cannot be managed by one
person. The implicit risk knowledge present in each subsystems
chair would no longer be captured in the subsystems risk models.

The appropriate risk models have now been created and in-
tegrated into the subsystems models. The risk vectors are now
populated with the risk metrics produced by the individual sub-
systems risk models. Now the subsystems are ready to be unified
into trade study where risk can be traded like any other system-
level parameter.

3.2.4 Creating a System-Level Risk Vector Bring-
ing subsystem risk vectors together to create an overall system-
level risk vector is necessary to be able to conduct trade studies.
Unlike other system-level parameters such as mass or cost, the
subsystem risk vectors cannot always be summed together. Each
constituent risk metric and the risk method behind it must be
examined and a determination must be made about how to best
represent that metric’s system-level risk.

In the case of FTA all that must be done is to create a system-
level fault tree that only includes the subsystems. A dynamic
FTA risk model is then easy to create. The top level probability
of failure is then reported to the system-level risk vector.

Expert judgment must be handled on a case-by-case basis.
The type of judgment being made will affect how the expert judg-
ment metrics from each subsystem will be combined to create
a meta expert judgment for the entire system. For instance, if
experts are asked to estimate the probability of failure of their
individual subsystems, it is appropriate to create a system-level
FTA using the expert judgments as the subsystem probabilities.
If subsystems experts are asked to rate individual subsystem risk
either high or low it is useful to display the total number of high-
rated subsystems versus low-rated subsystems.

FMECA and the RPN it generates are handled in two dif-
ferent ways. In Section 3.2.3, the risk trading methods developed
suggest that both the maximum subsystem RPN and the average
subsystem RPN be included in the subsystem risk vector. At the
system level, the maximum RPN of the entire system should be
reported in the system-level risk vector. Likewise at the system
level, the average RPN of the entire system should be included
in the system-level risk vector.

Each risk method requires careful analysis to determine
the best method to combine subsystem-level risk metrics into
system-level risk metrics. FTA, expert opinion, and FMECA all
have their own ways of combining subsystem-level risk metrics
to the system-level. Other risk methods must be adapted in a
similar fashion to report useful and meaningful information to
the system-level risk vector. With the system-level risk vector
now prepared, the trade study is ready to be performed.

3.2.5 Trading Risk To be able to use risk as a tradeable
parameter in trade studies, four steps must be taken. First, appro-
priate subsystems risk models must be created. Then, those risk
models must be integrated into the individual subsystems mod-
els. Next, risk vectors must be created and populated. Finally,
the individual subsystem risk vectors must be combined to cre-
ate an overall system-level risk vector. Once these preparations
have been made risk can now be traded in trade studies.

Trading risk follows exactly the same procedures as trading
any other system-level variable. In automated trade studies the
risk vector can be treated as either a design variable or a response
variable. As a design variable the risk vector is able to be manip-
ulated with the full gamut of design of experiments methods. As
a response variable the risk vector acts as a bounding constraint.
Further, the risk vector is able to be used in objective functions to
drive the population of the trade space. In other words, it works
exactly the same as any other system-level design variable.

In manual trade studies, the risk vector is used in the same
manner as any other system-level variable. However, there are
several ways to visualize the data that the vector contains. The
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most straightforward method is to display each of the individ-
ual system-level risk metrics encapsulated within the risk vector.
This method only requires that the risk vector be displayed in
a numerical form on a spreadsheet projected onto the wall of a
CDC or in some other way displayed for the subsystems chairs
to see.

Another way to display the system-level risk vector is to
use a multi-dimensional visualization method such as one of the
many included in ATSV as part of ModelCenter. For instance,
a parallel axis graph can be setup with high and low axis num-
bers pulled from the maximum and minimum subsystems risk
metric values. A parallel axis graph setup in this fashion quickly
displays both the system-level risk metrics and where they are
located with relation to subsystem-level risk metrics. Figure 7 in
the results section is an example of a parallel axis graph display-
ing risk vector information.

The third method of displaying a risk vector is useful to get
an overall picture of system-level risk. To achieve this goal, each
risk metric is combined into an overall risk number for the sys-
tem. A careful analysis of how to transform disparate risk metrics
and methods into one risk number must be performed for each
individual trade study risk vector configuration. This system-
level risk vector display method can be extended to a graphical
color scale where one color such as red means high risk while an-
other such as green means low risk. It then becomes very easy to
glance at the risk color to see the overall system-level risk. How-
ever, this method is not useful except for a very broad overview
of the level of risk in a system. Simplifying all the nuances of risk
to a single value can obscure important risk information. This
method of risk visualization requires more research and develop-
ment before it will be a practical choice.

With appropriate visualization tools in place, the trade study
can now be conducted. The system-level risk vector and its con-
stituent parts are traded back and forth between subsystems for
other system-level parameters. Risk can now be traded for mass,
power, cost, or any number of important system-level variables.

4 CASE STUDY

To demonstrate the proposed risk trading methodology de-
veloped in this paper, a simplified spacecraft model is adopted
from Wertz and Larson [2]. This simplified spacecraft model was
originally created as an academic demonstration of trade studies
in a complex system design course at Oregon State University
and is implemented here using ModelCenter.

The model is of a simple circular earth-orbiting imaging
satellite. The model includes attitude, computer, payload, power,
structures subsystems, and orbital models. The computer sub-
system model is further broken into mass and power, and cost
models. The payload subsystem model includes formulas relat-
ing to a camera package. Rather than selecting between indi-
vidual components, all of the models are function-based. The

variables being traded between the subsystems are mass, power
consumption, and cost. Other important subsystem-specific vari-
ables include data rate, several payload parameters, and mission
life.

This section will first conduct a trade study using the sim-
plified spacecraft model as-is, without any risk information. A
basic risk vector will then be created, subsystems risk models
will be developed and integrated into the subsystems models, a
system-level risk vector will be created by appropriate integra-
tion of subsystem risk vectors. Finally, a trade study will be
conducted using the simplified spacecraft model augmented with
risk information. Methods for both automated and manual trade
studies using risk trading methods will be demonstrated.

4.1 Simplified Spacecraft Model Without Risk

Simplified spacecraft models were first run without consid-
eration of risk. The simplified spacecraft subsystems models
were developed using Microsoft Excel. Formulas from Wertz
and Larson [2] were used in their original forms or in simpli-
fied forms. The resulting models are a good approximation of
a complete spacecraft model that have balanced the nuances of
the models presented by Wertz and Larson with simplicity for
computational and understanding ease [2].

After the subsystems models were developed, they were
brought into ModelCenter using the Excel Wrapper plugin. The
system-level variables were mapped and linked between subsys-
tem models using the link tool. A summation function was added
to the system model to sum the individual subsystems costs. The
subsystems power variables were summed in the power subsys-
tem model. The subsystems mass variables were summed in the
structure model. Two converging functions were used to con-
verge the power and mass requirements of the attitude control
subsystem with the power and mass requirements of the other
subsystems via the power and structure subsystems. Figure 1
shows a graphical view of the subsystems in ModelCenter.

Next, an automated trade study was created in ModelCen-
ter for the simplified spacecraft model. Each input variable was
bounded with maximum and minimum values, and initial values
were assigned. Using a Latin-Hypercube design of experiment
200 input variable combinations were created. The system-level
mass, cost, and power variables were set as output variables. Af-
ter the initial 200 design concepts were created, the system model
was driven to find designs that were low-cost, had a long mission
life, and returned high scientific value as defined by a payload
subsystem variable. An additional 100 conceptual designs were
created in this manner. The results are discussed in Section 5.

4.2 Creating the Risk Vector

Next, risk was integrated into the trade study. The first step
is to create a basic risk vector that will be used in the subsys-
tem and system-level models. In this model, it was decided that
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Figure 1. Simplified Spacecraft Model.

cost uncertainty as described by a simulated expert judgment,
schedule uncertainty derived from expert judgment, and risk of
mission loss provided by dynamic FMECA should constitute the
risk vector, as seen in Equation 3. These four risk metrics were
selected for this example because they are representative of some
of the largest concerns of stakeholders in spacecraft design.

MissionLoss : MaxRPN

MissionLoss : AverageRPN
ExpertJudgment : Cost OverrunUncertainty
ExpertJudgment : ScheduleUncertainty

Risk = 3)

4.3 Developing Subsystem Risk Models

With the risk vector created, the next step is to create and
integrate risk models for each subsystem. As outlined in Section
3.2.3, the dynamic FMECA models were created with a mini-
mum of two and a maximum of 10 events that could cause mis-
sion loss. Different quantities of failure events were populated in
each subsystem to demonstrate the need of more than one RPN
metric to display the underlying risks. The two metrics derived
from the FMECA and populated into the risk vector are Max
RPN and Average RPN. Figure 2 shows the power subsystem
dynamic FMECA which is typical of the FMECAs implemented
for each subsystem in the simplified spacecraft example. The
gray boxes indicate which inputs are being dynamically driven

by the rest of the power subsystem model. That is, the dynam-
ically driven values of the FMECA are being automatically up-
dated throughout the trade study by inputs from the rest of the
subsystem model. The other boxes in the FMECA are static val-
ues that do not change in response to inputs. It should be noted
that all numeric data in Figure 2 are hypothetical and only useful
in this the context of this research.

The expert judgment of cost overrun uncertainty was sim-
ulated using simple formulas driven by inputs from other por-
tions of the subsystem models. For instance, the power subsys-
tem calculated the expert judgment of cost overrun uncertainty
by multiplying the power subsystem cost by a percentage that
the cost overrun was expected to achieve. Simulation was used
rather than subsystems chairs in order to create a large number of
conceptual designs quickly. For the purposes of this case study,
using a formula rather than a human does not affect the results.
However, were this trade study to be used in the real world, sub-
systems chairs would have to determine this risk metric. The
units on this risk metric are US dollars.

The expert judgment of schedule uncertainty is derived from
formulas using subsystem variables as inputs and from expert
judgment. Different subsystems relied upon different formulas
to determine the schedule uncertainty. For instance, the power
subsystem used mission life as the model-driven input. The ex-
pert judgment input was entered by the subsystems chairs at the
beginning of the trade study session. The two inputs were mul-
tiplied and divided by a standard correction factor. Subsystems
engineers are free to change the expert judgment variable that
they directly control. In this case study, the human-controlled
input variable was set only once.

4.4 Integrating Subsystem Risk Vectors into the
System-Level Risk Vector

After risk has been integrated into the subsystem models, the
subsystem risk vectors are merged together to create the system-
level risk vector. In the case of the two expert judgment variables,
the subsystems expert judgment metrics are simply summed to
produce a worst-case picture of the risk and uncertainty these
two variables present. The FMECA RPN metrics are dealt with
in the same manner as was outlined in Section 3.2.4.

4.5 Trading Risk

With risk integrated in the simplified spacecraft model, a
trade study is performed. Next, the model is once again created in
ModelCenter but with the risk-specific components added. New
summing functions and a simple Microsoft Excel spreadsheet
are added to calculate the system-level risk vector. The result-
ing model is shown in Figure 3. The three boxes highlighted in
the lower right corner of the figure contain the system-level risk
vector and are not present in the simplified spacecraft model that
does not contain risk (Figure 1).
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Function Failure Mode Effects Severity |Cause(s) Occurrence |Detection |Criticality | RPN
Power Delivered Power Subsystem Failure Mission Loss 10|Aliens 7.4 10 3| 740
Power Delivered Power Cable to Camera Failure|Camera Functionality Loss 10| Vibrations 1 3 10/ 30
Power Delivered Partial Solar Panel Loss Mission Science Diminished 5|Micrometeor Sl 10 5| 185

Figure 2. The power subsystem dynamic FMECA. It is typical of the dynamic FMECA models implemented in each subsystem of the simplified spacecraft
model. The gray boxes indicate inputs being dynamically driven by the power subsystems model. It should be noted that all data presented in this graphic

is hypothetical and only useful in the context of this research.
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Figure 3. Simplified spacecraft model with risk. The three highlighted
boxes in the lower right corner contain the system-level risk vector and
are not present in Figure 1.

A Latin-Hypercube was run to create 200 designs. Design
and variables were the same as in Section 4.1 with the addition of
the risk vector components as response variables. After the ini-
tial 200 conceptual designs were created the system model was
driven to find designs with long mission life and low cost, as was
done in Section 4.1. The system model was also simultaneously
driven to find designs with a minimized risk vector. The only
difference between the trade studies performed with a risk vector
and without a risk vector is the addition of the risk vector and
its associated preference. Everything else is identical between
the two models and trade studies. The results are discussed in
Section 5.

10

5 RESULTS

The results of the simplified spacecraft model without risk
and the simplified spacecraft model with risk are presented in this
section. The most preferential designs are shown to be different

between the two sets of results. Adding Risk and subsequently
giving preference to designs with low Risk changes the most pre-

ferred designs. Furthermore, three methods of Risk visualiza-
tion are demonstrated with data from the simplified spacecraft
example. The three methods are compared for usefulness and

_

appropriateness. Direction is provided on which of the Risk vi-
sualization techniques is most appropriate for various audiences.

5.1 Simplified Spacecraft Model Without Risk

The results of the simplified spacecraft model trade study
are presented in Figure 4. Equal preference was given to designs
with high science value, low cost, and long mission life. Other
variables were given no preference. The size of the box and the
shade of the box indicates preference of the design. The best
design is the largest box with the darkest shading. The most
preferential designs are clustered together within the oval drawn
on the graphic.

5.2 Simplified Spacecraft Model With Risk

The results of the simplified spacecraft with risk trade study
can be seen in Figure 5. Preference is indicated by the size and
shading of the point with the larger and darker shaded points indi-
cating higher preference designs. The most preferential designs
are spread across the Mission Life axis and at the upper end of
the Science Return axis. They have been highlighted with arrows
for clarity.

As can be seen in Figure 5, the most preferential design
points, indicated with arrows, are scattered across the upper left
side of the trade space. This is directly as a result of the de-
sign preferences that were set to prefer long mission life, low

cost, high science return, and low Risk. Had preference not been

placed on low Risk, the preferred designs would have been identi-
cal to those found in the simplified spacecraft model without risk
where the preferred designs are clustered together in the extreme
upper left.
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Figure 4. Simplified spacecraft model without risk trade study containing
300 designs. Preference is indicated by size and shading of point. The
larger and darker the point, the more preferable the conceptual design.
The most preferred designs are clustered within the oval.

Science Return

Total Cost

Mission Life

Figure 5. Simplified spacecraft model with risk trade study containing
300 designs. Preference is indicated by size and shading of point. The
larger and darker the point, the better the conceptual design. The most
preferential designs are indicated by arrows.
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Schedule Uncertainty (Years) 0.284961714
Total Uncertainty Cost (Dollars) 1.20882E+11
Average System RPN 128.8512227
Max System RPN 318.3333333

Figure 6. A numeric representation of the risk vector. Note that the nu-
meric values are hypothetical and only useful in the context of this re-
search.

5.3 Visualization of the Risk Vector

There are several ways to visualize the risk vector for use
in human-generated trade studies: displaying numeric values for
the risk vector shown in Figure 6, multi-dimensional visualiza-
tion techniques such as a parallel axis graph shown in Figure
7, and an overall risk number that is color-coded. It should be
noted that all numeric values are hypothetical and only useful in
the context of this research.

Figure 6, Figure 7, and the color coding are all drawn from
the simplified spacecraft example. The numeric representation of

Risk in Figure 6 is most useful for engineers and others who want
to see quantified details for each component of the system-level
risk vector. However, numerically displaying all of the compo-

nents of Risk can become overwhelming when a great number of
risk metrics is included.

Displaying Risk on a parallel axis graph as in Figure 7 is
useful for engineers. However, caution must be employed when
using a parallel axis graph as it is possible for people who are not
well-versed in risk to become unnecessarily concerned. A better
choice for people overly concerned about risk is a color coded in-
dicator. It is useful to quickly assess overall risk and to hide data
that might be unnecessary and a cause for unwarranted concern
in some trade study participants. However, a color coded indi-
cator is not particularly useful for subsystems chairs who need
detailed risk information.

While it is possible to use all three of these methods of visu-
alization at the same time and display all three visualizations on
the same screen, doing so can result in information overload. Un-
warranted concern can also be generated by showing too much
and too detailed of risk information to people who are not trained
in risk methods. It is therefore desirable to display only the
method of visualization that is most understandable and useful
for the person or people viewing the information. In a CDC set-
ting, this is implemented by displaying the color indication of
overall risk level to all trade study participants and observers via
a central large display. Individual subsystem workstations dis-

—_—

play either parallel axis graph Risk visualizations or numeric Risk

visualizations depending upon the preference of each subsystems
chair. Segregating Risk visualizations in this manner minimizes

—_

information overload and helps to keep concerns over Risk at a
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Figure 7. A parallel axis graph visual representation of the risk vector. The heavy line indicates the current conceptual design under review. The other

lines indicate the full spread of the design space.

reasonable level.

5.4 Comparison of the Risk and Risk-less Results

As can be seen in Figures 4 and 5, the most preferential de-
signs in the simplified spacecraft model with risk are found in a
different area of the design space than the most preferential de-
signs in the simplified spacecraft model without risk. The most
preferential designs are clustered in the upper left corner of the
design space in the simplified spacecraft model without risk, as
shown in Figure 4. The most preferential designs in the sim-
plified spacecraft model with risk are scattered across the entire
length of the upper portion of the design space along the mis-
sion life axis as shown in Figure 5. This is directly as a result of

adding Risk as a design parameter and adjusting preferences to
find designs with a minimum level of risk. When the preferences

-~

are expanded to include Risk, different designs in a different por-
tion of the design space are found to be the most preferred.

The differences between the risk and risk-less results are a
direct result of the subsystem risk models. In the subsystem risk
models, low cost, long mission life, and high science return are
generally not correlated with low risk. Because of this, designs
that are the most preferred under the risk-less trade study become
less preferred in the trade study containing risk models.

6 DISCUSSION AND SPECIFIC CONTRIBUTIONS
Adding risk vectors to trade studies allows for new prefer-
ences to be created that otherwise would not have been available
to the designers. Adding new design variables in the form of Risk
enables the engineers to find designs with higher utility than if
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risk was ignored. It is therefore desirable to include Risk in trade
studies.

Adding a risk vector comprised of multiple risk metrics
to trade study subsystem models that are then traded to create
conceptual designs allows for risk to be brought on par with
other important system-level variables. Rather than being an af-
terthought as it is in existing methods, risk is able to be consid-
ered during the creation of conceptual designs. Both computa-
tional methods such as FTA and FMECA, and expert judgment
can be captured and used with this method.

When developing FMECA, FTA, or similar numeric models
to be used with the risk trading method developed in this paper,
one can base risk calculations on variables. This is used on most
of the risk models embedded in the simplified spacecraft exam-
ple used in this research. When accurate, dynamic risk models
can be very beneficial to help shape conversations in CDC envi-
ronments during trade study sessions.

The risk trading methodology presented here addresses the
shortcomings of previously developed methods. The RAP tool
[24], the methodology built on top of NASA CRM [32], and Tun-
nissen’s normative method [34] do not consider risk as part of the
conceptual design creation process during trade studies. Instead
these methods consider risk either after designs have been cre-
ated or before trade studies have been conducted. Charanian et.
al. [37] address this shortcoming by introducing trading risk in
trade studies. However, they maintain risk as an isolated “sub-
system” as RAP does. DDP [28] suffers from being perceived
as an overly complicated tool. These deficiencies have been ad-
dressed in the risk trading methodology introduced in this paper.
Risk has been integrated into each subsystem model and aggre-
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gated at the system level via a risk vector. This enables subsys-
tem chairs to control risk in each subsystem and trade risk with
other system-level parameters to maximize overall system utility.

One major drawback to this method is the level of training
and coordination required for subsystems engineers to generate
useful risk data. All of the people involved in generating risk data
to be used in a trade study must speak the same risk language. If
one person is producing data under a different set of assump-

tions, different definitions, or using different methods, Risk be-
comes an invalid parameter for multi-attribute decision making
when setting design preferences and for trading parameters dur-
ing the design process. However, bringing an entire CDC team
up to speed and teaching everyone how to speak the same risk
language is far from a bad thing. An alternative approach could
take the form of a system to translate the risk language that one
person speaks into terms and quantities that another person can
understand.

One potential solution to address differences in the under-
standing of risk between different people is to introduce a nor-
malized risk vector. This could take several forms including but
not limited to the following. The risk vector can be normalized
by normalizing the risk metrics that comprise the risk vector to
present all components of the risk vector on the same scale. Risk
data being produced and consumed by individual subsystems en-
gineers can be normalized to each person’s individual risk pro-
file. Doing this will allow people to produce and consume risk
information naturally and without having to conform to risk con-
cepts that might not hold significant meaning to some individu-
als.

Another issue with this method is the lack of subsystems in-
teraction effects in risk models. No way of effectively capturing
risks of emergent behaviors is provided. This is an area that must
be developed further in the future for this method to more com-
prehensively capture risk in the early stages of conceptual design.
One potential method of addressing subsystem interaction effects
is to use geometric proximity models to model spurious energy,
mass, and signal propagation between disconnected subsystems.

In spite of the deficiencies of this method in its current state,
the ability to bring risk into the early conceptual design process
as an equal partner to other system-level parameters is a valuable
contribution to the processes that currently exist in practice and
the literature. The risk trading method introduced in this paper
provides an excellent way of capturing and quantifying expert
risk knowledge.

7 CONCLUSION AND FUTURE WORK

In typical complex system design trade studies, risk does not
explicitly play a role in the creation and selection of conceptual
designs. It is only assessed after a conceptual design has been
created. This research presents a method of explicitly trading,
and evaluating designs based upon risk in design trade studies
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among subsystems with the goal of maximizing system utility
and system integrity.

The method presented in this paper details a novel way to
assess risk and make decisions based on risk in the complex con-
ceptual design process. Risk is treated as a vector with multiple
components defined by the requirements of the system. The risk
vector is traded in design trade studies. Based upon the desired
level of risk for a system, specific point designs or portions of
the design space can be identified for further study and devel-
opment. Risk has traditionally been treated as an afterthought
or completely ignored in the conceptual complex system design
process. By moving risk into trade studies and giving it a place
among other important more traditional system-level variables
such as power, mass, etc., conceptual designs will be explicitly
created and selected based on risk metrics.

For the risk trading method to be adopted, additional ex-
amples using expanded risk methods must be developed. Trade
studies must also be conducted by real-world practitioners to
verify and enhance the method with their feedback. Further a
method of accounting for subsystem interaction risks must also
be developed.

Trading risk in early conceptual complex system design
holds great promise. This paper aims to start a larger effort to
set risk in line with system-level design parameters. No longer
can risk be a mere afterthought in conceptual design. It must
share equal weighting with other important design metrics.
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ATSV

Advanced Trade Space Visualization

CATIA Computer Aided Tridimensional Interactive

CDC
EES
ESA
ETA
FFDM
FFIP
FMEA

Application

Collaborative Design Center

Engineering Equation Solver

European Space Agency

Event Tree Analysis

Function Failure Design Method

Functional Failure Identification Propagation
Failure Modes and Effects Analysis

FMECA Failure Modes and Effects Criticality Analysis

FTA

Fault Tree Analysis

HiPHOPS Hierarchically Performed Hazard Origin and

JPL  Jet Propulsion Laboratory

LaRC Langley Research Center

NASA National Aeronautics and Space Administration

PRA Probabilistic Risk Assessment

QRA Qualitative Risk Assessment

RBD Reliability Block Diagram

RED Risk in Early Design

RUBIC Risk and Uncertainty Based Integrated and Concurrent
design methodology

RPN  Risk Priority Number

RAP Risk and Rationale Assessment Program

DDP Defect Detection and Prevention

CRM Continuous Risk Management

PDC Project Design Center

Propagation Studies
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