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INTRODUCTION 

Modern complex cyber-physical systems heavily rely on 

humans and AI for mission-critical operations and decision 

making. Unfortunately, these components are often “black 

boxes” to the operator, either because the decision models are 

too complex for human comprehension (e.g. deep neural 

networks) or are intentionally hidden (e.g. proprietary 

intellectual property). In these cases, the decision logic cannot 

be validated and therefore trust is forced. 

Development of system modeling techniques for past 

influences when data/internals of specific critical components 

cannot be accessed is a challenge, as is the case with AI and 

human components. This is a recognized contemporary concern 

for industrial operators and government agencies, since 

stakeholders of large engineering projects typically do not want 

to share design data or model access. From the client point of 

view, there is a need for modeling system resilience (safety and 

security) when there is lack of complete trust/control in the AI 

process or over human factors and fail-safes - layers of defense 

should be deployed. 

Prior work has presented a methodology for assessing and 

supporting development of resilience for mission critical 

systems that include AI components and humans. Zero Trust 

and Defense-in-Depth (DiD) principles within the methodology 

protect critical components, taking into account interfaces and 

influences during different lifecycle phases and system 

configurations. However, the methodology does not cover 

analysis of past influences of critical components which is a 

very important but laborious task that could be supported by 

model driven engineering methods. 

This work extends that of prior methodologies and presents 

ways to systematically model the past influences for critical 

human and AI components. The concept is based on 

metamodels for interaction/dependency modeling and then on 

the definition of metrics in order to establish and even reduce 

the search space across past influences, and add controls when 

a search path is not followed. 

1 LITERATURE REVIEW 

1.1 Combining safety and security towards resilience 

 
1 Corresponding author. 

engineering 

The demanding complexity of modern systems requires the 

parallel development of safety engineering methods and tools 

applicable to all lifecycle phases (specification, design, 

operation, maintenance, decommission, etc.). Domain specific 

safety standards like the more than 200 published standards for 

nuclear safety from the International Atomic Energy Agency 

(IAEA) [1] contain a rigorous (and challenging) framework of 

requirements and recommendations. Safety assessment 

methods like the Failure Modes and Effects Analysis (FMEA) 

[2] Probabilistic Risk Assessment (PRA) [3] can guide 

practitioners to systematically analyze and assess the safety a 

system based on the potential failure modes of the system 

components, the failure propagation paths based on the system 

topology and the predicted consequences. Although in safety 

engineering unknown/unexpected failures/consequences are 

possible, engineers can take advantage of a wealth of past 

knowledge and statistical data to calculate the overall risk 

(within error margins). This contrasts the uncertainty and more 

dynamic nature of security engineering [4].  

As with safety, security is both critical to a system and 

complicated to assess under increased system complexity. As 

complexity grows, so do the subtleties in potential system 

vulnerabilities. Two secure components can even be naïvely 

combined to build an insecure system since what constitutes a 

cyberattack on component pieces may differ from the whole. 

For example, a camera sensor component may be “secure” if it 

the device internals are resistant to tampering and a decision 

component may be “secure” if the decision processes and 

outcomes are authenticated. However, if these are naïvely 

combined without a secure channel, an adversary could inject 

or manipulate data en route between the sensor and decision 

element, leading to second-order effects as outcomes of the 

system. Security assessment must cover a wide variety of cyber 

attributes, including networks, software, algorithms, and user 

access control. Design and assessment current methodologies 

are different within each sub-domain, tailored to sub-domain 

security needs and it is vital to ensure that countermeasures 

within one subdomain are not mistaken as a replacement for 

security within others. The DevSecOps approach has gained 

traction in software development, for example, as an integration 



of security, development and operations into a unified and 

efficient software development lifecycle [5]. Unfortunately, 

such methods address only a restricted slice of the cybersecurity 

domain; e.g. it is possible to securely develop insecure software 

using insecure underlying algorithms, or securely develop 

software that interacts insecurely with other software. Efforts 

have been made to more comprehensively address system 

security, such as with the NIST Risk Management Framework 

(RMF) [6]. While it has been applied extensively, NIST’s RMF 

has also faced criticism [7, 8] due to the its inability to keep 

pace with emerging security technologies and adversarial 

abilities as well as the relative ease in which an insecure system 

can pass RMF checkboxes due to developer error arising from 

malicious intent, ignorance, or oversight. Thus, for any given 

system, security assessment must take into account the security 

components (e.g. networking, software, algorithms, etc.) and 

how they are combined. 

Safety and security share a common goal, to protect the 

system under study from disturbances. Despite that, safety and 

security are often handled separately during design and 

operation. Approaches combining safety and security 

engineering are still active areas of research, at least in complex 

systems such as the nuclear domain [9]. Resilience is a system 

property that combines safety and security, it is defined as “The 

intrinsic ability of a system to adjust its functioning prior to, 

during, or following changes and disturbances so that it can 

sustain required operations under both expected and unexpected 

conditions” [10]. Expected and unexpected conditions need to 

be anticipated, monitored, mitigated and be a source of 

knowledge/experience for the future. A concept part of 

resilience is survivability, “the capability of a system to fulfill 

its mission, in a timely manner, in the presence of attacks, 

failures, or accidents” [11], regardless of the nature of the 

disruption (probabilistic failure or malicious attack) the system 

should sustain vital functions to satisfy its mission. 

Survivability refers to both physical failures and attacks as well 

as cyber failures and attacks. 

There is similarity between the relation of reliability with 

safety and the relation of security with security technologies. 

Safety assumes that anything can potentially fail and critical 

systems system must therefore be designed to handle the impact 

of common cause failures [12]. Following this mindset, in 

addition to hardening the security of individual 

components/software/algorithms/networks/etc., it is also 

important to design the security of the overall system so that a 

cyberattack on any individual component is not catastrophic to 

the entire system. Zero Trust [13] is an architecture paradigm 

that supports this goal by focusing on perimeter-less designs 

and the establishment of trust in an ad-hoc manner for all 

system elements (including human resources), e.g. trust is never 

assumed based on a previously achieved user 

clearance/authentication nor on the location of a component in 

a network/zone. Zero Trust can be combined with the basic 

principles of Defense-in-Depth [14] like redundancy (use of 

additional components/systems beyond the bare minimum 

needed for a function) and diversity (use of components with 

different technologies or operation principles to implement the 

redundancy) to design systems with increased resilience [15]. 

Controls based on redundancy and diversity can be put in place 

to increase the confidence that no single system component can 

compromise the system (data/function/mission) even if access 

or control is obtained by a malicious actor. 

1.2 Model Driven Engineering for resilience 

Model Driven Engineering (MDE) or Model Based System 

Engineering (MBSE) [16] is a well established system 

engineering paradigm where throughout the lifecycle of a 

system (specification, design, operation, maintenance, 

decommission) calls for the development of system models 

covering system aspects like topology/behavior for each 

engineering disciplines and lifecycle phases as well the 

dependencies between them. The goal is to improve the 

handling of system complexity through traceability and 

hierarchical abstraction as well as to identify emergent behavior 

[17]. The Unified Modelling Language (UML) [18] with its 

 
Figure 1. Workflow of a methodology for resilience design for complex systems. 

 



simple to use and customize class diagrams is enough for basic 

system modelling, although for mode detailed modelling the 

Systems Modelling Language (SysML) is a better choice [19]. 

System models have been exploited in past work for safety 

assessment like the automatic generation of Fault Tree and 

Event Tree models [20, 21] as well as the evaluation of DiD and 

Zero Trust principles [22, 23].  

Part of MDE is the creation of functional models that 

describe the high level decomposition of complex systems [24]. 

Research has shown that functional models can be useful for the 

early identification of failure propagation paths [25] as well as 

the development of more efficient AI-based fault detection and 

identification systems [26]. In this paper the functional model 

provides the means for designing systems to withstand the loss 

of a function regardless of the specific component-level 

failure/attack. 

2 METHODOLOGY 

This paper extends the methodology for system resilience 

engineering presented in previous work [22] with a modelling 

framework aiming to support the practitioner to identify the 

critical system functions, components, interfaces and 

influences. 

2.1 Methodology overview - workflow 

Previous work presented a workflow for the systematic 

analysis of critical systems for the identification of weaknesses 

abased on the Zero Trust principle (i.e. nothing can be trusted 

without control/redundancy) [22]. The methodology has been 

slightly refined, see Fig. 1. The basic steps are the setup of the 

basic goals of the resilience of the system in terms of the 

maximum acceptable of risk in categories like loss of data, loss 

of mission and causing of harm (Step 0). 

The first step of the methodology includes the creation of 

system component and functional models for the lifecycle 

phases where there is potential risk. These models can be basic 

dependency models [27] with the key system components and 

environment elements. In this implementation UML class 

diagram [18] models were utilized, but ideally the real 

engineering models can be used instead to avoid re-work and 

reduce the error probability. Critical system elements and 

functions are identified as the ones whose loss can impact the 

resilience of the system. 

Steps 2 and 3 call for listing the internal/external interfaces 

and influences on the critical components and functions while 

steps 4 and 5 iterate through the list of interfaces/influences to 

establish the existence of Zero Trust - DiD controls. 

Step 6 is the calculation of the overall risk for the categories 

of step 0 and if it is lower than the threshold then the process 

ends. If the risk is higher in one or more categories, step 7 calls 

for additional controls mitigations to be added to the design and 

the method iterates to calculate the new risk levels.  

 

2.2 Simple metamodel for resilience modelling 

To enable the modelling work needed to support the 

methodology of this paper, a simple metamodel with the basic 

concepts was developed as a UML profile, basically a 

collection of UML “Stereotypes” [18]. This profile can be used 

to customize class diagram models with the specific concepts 

needed to perform the modelling described in the methodology. 

The profile diagram is shown in Fig. 2, there are nine 

stereotypes that extend the “Class” UML element through the 

“RiskProbabilities” which adds the properties needed to hold 

safety and security related rick estimations for events directly 

affecting the elements or for the propagation of failures/attacks. 

element, these are the: 

- “SystemElement” and “ExternalElement” used for 

modelling the system components and environment 

- “Internal and external interface” of components and 

functions 

- “Influence” for modelling influences on system 

components 

- “Control” for modelling implemented controls on 

components and functions 

 
Figure 2. Simple UML profile containing the concepts for basic functional and component modelling as well as resilience elements. 

 



-  “CompositeFunction” and “PrimitiveFunction” to be able 

to create hierarchical functional models 

Additionally the “Redundant” directly extends the “Class” 

UML element. This stereotype can be applied to model 

elements to capture the concept of redundant functions and 

system elements with an option for diversity. 

3 CASE STUDY 

3.1 Case study description 

The modelling aspect of the methodology is demonstrated 

on the case study of a fictional autonomous Unmanned Surface 

Vessel (USV) developed to conduct freedom of navigation 

missions in contested maritime environments. The USV’s 

mission is to patrol a pre-determined area and in a remote 

controlled or an autonomous mode defend against threats.  

Critical functions of the system, whose loss due to fault or 

attack at least affects mission success are: 

1) Structure, armor & buoyancy – Propulsion & power; 

failure can also lead to the USV being vulnerable to additional 

attacks and possible data/technology extraction. 

2) Navigation; failure can also lead to the USV entering 

prohibited waters and/or being captured causing 

intelligence/technology extraction. This function is AI-based 

(when the USV is in autonomous mode). 

3) Threat identification - Self defense; failure can also 

lead to harm of non-combatant/civilian actors in the operations 

theater or to capture of the USV. This function is AI-based 

(when the USV is in autonomous mode). 

4) Communications; failure can also lead to the hijacking 

of the USV opening possibilities for harming civilians, 

provocation, capturing the USV leading to loss of 

intelligence/technology.  

In critical functions enabled by AI (e.g. Navigation, Threat 

identification), we take a black-box methodology approach. 

After training due to the complexity of the AI-based decision 

models it is not possible to be verify that their operation is 

correct (as expected) for all possible inputs. This leads to 

vulnerabilities during training and later on in the lifecycle of 

these functions.  

3.2 Case study modelling for resilience 

The modelling concepts presented in section 2.2 are 

applied to the case study to support the application of the 

resilience methodology presented in section 2.1. 

For this example, the focus is on the risk of causing harm 

to civilians. A certain threshold is set by standards and/or other 

means. It is determined that one of the lifecycle phase that 

contains such risk is during operation – patrolling of waters. 

The modelling focuses on this phase.  

A simple functional model of the system is presented in 

Fig. 3. It contains the high level function of the USV during 

operation (perform mission - endure freedom of navigation) 

which is decomposed to 6 primitive functions (as described in 

section 3.1). 

As one of the AI-enabled functions affecting the 

probability of harming civilians, the “Threat identification” 

function will be analyzed further for this case study. A 

simplified and partial model of the components linked to this 

function is shown in Fig. 4. The function is based on sensing 

that is processed and then feeds and object recognition and a 

threat identification module. A common bus is enabling the 

internal communication as well as access to the interface to the 

remote operator. 

A partial model of the past influences on the AI-enabled 

components is shown in Fig. 5. The engineers responsible for 

 
Figure 3. Functional model of the USV case study. 

 

 
Figure 4. Component model for the Threat identification 

function 

 



training and testing of the AI components are modelled. An 

issue is that they appear to work alone (although in more 

realistic projects, these tasks are done by teams). Another issue 

is that the training and the testing engineer are involved in the 

development of both AI components, thus increasing their 

influence to the system. As a first response, two more 

supervising engineers are added to reduce the risk. 

Fig. 6 shows the redundancies and controls added to the 

system to reduce the overall risk. At a functional level there can 

be a redundant function for threat identification alongside a 

control. Redundancies and associated controls can be 

implemented for the critical components and interfaces.  

 
SUMMARY & CONCLUSIONS 

The modelling framework proposed serves as a 

demonstrator - proof of concept. Ideally, the resilience 

modelling concepts should be integrated to the computer aided 

engineering tools, so that there is no need to re-model parts of 

the system (even at a higher level). The dependency model 

needed for the resilience assessment could, in principle, be 

automatically extracted from the different engineering 

diagrams, the engineering/maintenance databases, product 

lifecycle management tools, organization maps, etc. 

It is important to note that the proposed method and 

workflow can cover both external threat vectors and potential 

biases inherent in the AI model itself. 
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