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SUMMARY & CONCLUSIONS 

The design of modern complex engineered systems must 

rapidly and accurately be developed to satisfy customer needs 

while accomplishing required functions with a minimum 

number of failures. Failure analysis in the conceptual stage of 

design, including the propagation of failures, has expanded in 

recent years to account for failures in functional modeling. 

However, function failure propagation across uncoupled 

functions and subsystems has not been fully addressed; failures 

are known to cross these boundaries in complex systems. To 

address this research gap, a functional model-based geometric 

method of predicting and mitigating functional failure 

propagation across systems, which are uncoupled during 

nominal use cases, is presented. Geometric relationships 

including function location and physical properties are 

established between uncoupled functions to serve as failure 

propagation flow paths. Mitigation options are developed based 

upon the geometric relationships and a path toward physical 

functional layout is provided to limit failure propagation across 

uncoupled subsystems. The model-based geometric method of 

predicting and mitigating functional failure propagation across 

uncoupled engineered systems guides designers toward 

improved protection and isolation of cross-subsystem failure 

propagation. The proposed method is validated using the case 

study of a pressurized water nuclear reactor modeled using 

APROS, a first principal simulator. Results identified that the 

top 10 failures exceeded those of PRA in importance based on 

the probability of failure. 

1 INTRODUCTION 

Predicting and mitigating undesirable emergent behavior 

for complex systems is a known and significant challenge 

present across a variety of industries. Failure Modes and Effects 

Analysis (FMEA), and related analysis, exist but are generally 

poor at thoroughly predicting and mitigating all adverse 

emergent behavior. Efforts in Probabilistic Risk Assessment 

(PRA) have approached the issue through several methods 

including fire and flood event evaluations, radiation transport 

models, and failure propagations through fault and event trees. 

However, as the analysis portion of design efforts for complex 

systems shifts into the early stage of design, techniques are 
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being sought that can incorporate the system’s functionality. In 

general, methods are poorly suited for application during 

functional design and would require significant effort to 

become useful. Function Failure Modeling (FFM) efforts have 

examined failure propagation through functional models of 

systems and recently tentative work has been done to 

investigate failure propagation across uncoupled functions. 

This paper investigates emergent behavior in complex 

systems by developing a method to examine failure flow 

propagation across uncoupled functions in functional models.   

By understanding the consequences of failure flows across 

functional boundaries, emergent complex system behaviors 

caused by either a system, subsystem, or by component failures 

can be more accurately accounted for and mitigated in the 

design and operation of complex systems.  The method 

developed in this paper is applied to a large Pressurized Water 

Reactor (PWR) case study.  Through a better understanding of 

emergent behavior in complex systems, plant engineers and 

system designers can develop safer designs that are more risk-

informed than by existing methods. 

2 BACKGROUND 

The method presented in this paper relies upon several key 

areas of existing research and industry methods including 

complex system design, FFM, and PRA.  This section reviews 

pertinent details of each of the key areas. 

As systems increase exponentially in complexity, the 

design methods often employed for simple products are 

subsumed by design methods specifically tailored for highly 

complex systems [1, 2].  One method of system modeling that 

is often used in the design and assessment of complex systems 

is functional modeling [3].  A functional model is a 

representation of a system decomposed to the functional level 

which addresses what the system does [1].  Individual functions 

can perform one of a number of well-defined actions on energy, 

material, or signal flows [4].  Flows transmit energy, material, 

or signals between functions.  Functions, and flows between 

functions, are modeled assuming a nominal system state and 

configuration.  Under standard functional modeling techniques, 

functions that are not coupled by flows during nominal system 

operations are not modeled as being coupled even when in a 

failed state where potential coupling across functional 



boundaries could occur [5].  Three methods begin to address the 

issue of modeling failure flows that propagate between 

nominally uncoupled functions including Function Failure 

Identification Propagation (FFIP), Function Failure Design 

Method (FFDM), and a new geometric method of examining 

fault propagations across uncoupled functions [6]. 

The first methodology, FFIP, was developed to assess the 

health of functions (i.e., the functional model) within a system 

by propagating failures using the connections in the functional 

model [3, 7].  FFIP predicts failure propagation in cases where 

failure flows across functional boundaries are not anticipated. 

The second methodology, FFDM, provides a mathematical 

relationship between nominal function modes and failure 

modes for use in design. FFDM is used in the conceptual stage 

of design and allows Failure Modes and Effects Analysis 

(FMEA)-style failure analysis to be conducted from functional 

models of the conceptual system.  While FFDM has the benefit 

of finding potential failures from a wide variety of individual 

functional solutions of a system, emergent system failure 

behaviors that cross functional boundaries are not explicitly 

examined [8, 9, 10, 11].  The third methodology examines 

failure flows across uncoupled functions and relies upon 

physical geometric location information of functions in a 

functional model.  The method is used to develop a new 

geometric arrangement that mitigates risks identified from the 

method.  However, no attempt is made to integrate the method 

with PRA or other existing methods, and calculating failure 

probabilities to determine order of importance for addressing 

failure flows is only briefly mentioned.  The methodology also 

was entirely done by hand [6]. 

PRA is a well-established field of risk assessment used in 

a variety of industries including the civilian nuclear power, 

aerospace, and petroleum.  In PRA, a system failure model is 

built from event trees and fault trees where event trees 

document possible accident progressions from initiating events 

and fault trees provide detailed probabilistic information of 

individual subsystems and components failing to mitigate 

accident sequences.  Within PRA, emergent system behavior 

during failure events is modeled using specific methodologies 

targeted at fire and flooding events that impact specific rooms 

or areas of a plant or facility [12, 13, 14, 15, 16, 17, 18, 19]. 

These assessments are used to identify common cause failures 

that result from a room or zone of a plant being destroyed by 

fire or submerged by flood.  Emergent system behaviors are 

sometimes identified by fire and flood analysis, although not all 

combinations of potential failure flow across functional or 

system boundaries are discovered during fire and flood analysis 

[20, 13, 21, 22]. 

Common cause failure events occur when more than one 

component or function in a system fails due to a common cause.  

Fire and flood are often intrusive enough to become common 

cause failures.  Other examples include toxic, explosive, or 

radioactive gas clouds; hard rock or salt mine tunnel collapse; 

meteor, space debris, and airplane impacts; and shrapnel from 

rotating equipment.  Several methods linking common cause 

failures to functional modeling have been recently developed 

[23, 24, 25, 26, 27, 28, 29, 30]. 

3 METHODOLOGY AND CASE STUDY 

The method presented in this paper is comprised of six 

steps. Each of these steps are explained in this section and are 

provided with a case study.  By following the methodology, 

room-level failure flows that cross functional boundaries can be 

identified and the probability of failure propagation along the 

uncoupled failure flow path can be determined.  

In order to illustrate the method, a case study derived from 

a pressurized light water reactor spent fuel pool cooling system 

is presented. Plant layout and configuration data was graciously 

supplied by Fortum Power and Heat. The system uses two 

redundant Main Cooling System (MCS) loop trains labeled 

MCS-A and MCS-B, and one Emergency Cooling System 

(ECS) to control the spent fuel pool temperature. These systems 

are connected to the Pools A and B. During normal plant 

operations, the spent fuel pool temperature is kept at safe levels 

using only one MCS loop.  The case study presented in this 

paper is limited to Room B3, shown in the Piping and 

Instrumentation Diagram (P&ID) in Figure 1, and was selected 

as the focus of the case study because it contains several key 

automation and process components of the two primary cooling 

systems. A list of the components and component locations of 

MCS-A and MCS-B in Room B3, can be found in Table 1. 

Component ID Component type 

X,Y,Z 

Coordinates (m) 

MCS-A-PS01 Pressure sensor 1.5,5,1 

MCS-A-PMP01 Pump 2.5,5,1 

MCS-A-SOV01 Shutoff valve 4,5,1 

MCS-A-HE01 Heat exchanger 6,5,1 

MCS-A-TS01 Temperature sensor 8,5,1 

MCS-A-FS01 Flow sensor 8.5,5,1 

MCS-B-FS01 Flow sensor 8.5,2,1 

MCS-B-HE01 Heat exchanger 6,2,1 

MCS-B-SOV03 Shut-off valve 4,2,1 

MCS-B-PMP01 Pump 2.5,2,1 

MCS-B-PS01 Pressure sensor 1.5,2,1 

MCS-B-TS01 Temperature sensor 8,2,1 

Table 1: Component List and Location within Room B-3 

 

Figure 1: Room B-3, Spent Fuel Pool Pump and Heat 

Exchanger Room P&ID 



Step 1 of the methodology is the creation of a functional 

model from the P&ID of the system(s) of interest. In the model, 

functions should be modeled to the level where adequate 

functional detail is present and can provide meaningful results.  

A functional model of MCS-A in Room B3 can be found in 

Figure 2.  Note that the functional model of MCS-B is identical 

save for labeling of components that are mapped to functions. 

Step 2 requires the development of failure flow information 

for 1) potential failure flows that can be emitted from or pass 

through functions (i.e., output ports), 2) failure flows that can 

be accepted by functions (i.e., input ports), and 3) failure flow 

distance information.  This information is populated into a 

database with probability information detailing the probability 

of a failed function exporting a failure flow along an uncoupled 

flow path, the probability of a failure flow traveling specific 

physical distances between functions, and the probability of a 

failure flow causing a function to go to a failed state.  For 

example, a failed heat exchanger with a leak may cause water 

to spray onto a pump in a separate train, thus causing the pump 

to fail.  Probabilities associated with the heat exchanger failure, 

the water traveling to the pump over the distance between the 

two components, and the pump failing due to the water 

determine the likelihood that the heat exchanger failure will 

cause a pump failure in a separate cooling loop train.  Physical 

component location information is mapped to the functional 

representations of the components in order to assign 

propagation probability on a per unit length basis.  In the heat 

exchanger and pump example, as the pump is moved farther 

away from the heat exchanger, the probability of water from the 

leak reaching the pump decreases. 

Step 3 uses FFIP to determine failure flows along nominal 

flow paths.  Detailed information on FFIP is available in 

Kurtoglu & Tumer, 2008 [7].  Due to there being no redundant 

functions or flow paths within the individual MCS trains, the 

case study omits this step. 

Step 4 uses an Uncoupled Failure Flow State Reasoner 

(UFFSR) developed as part of the research presented in this 

paper to determine which failed functions will propagate failure 

flows to other uncoupled functions.  An example of an 

uncoupled failure flow is water flowing from a failed shutoff 

valve in one MCS train to a pump in the other MCS train, thus 

failing both the MCS trains.  Figure 3 shows the graphical user 

interface (GUI) of the UFFSR. 

Step 5 analyzes the uncoupled failure flow paths found 

using the UFFSR and failure flow paths found using FFIP with 

initiating event information.  Probabilities developed in Step 2 

are used to determine system failure probabilities.  Then, as 

with normal PRA procedures, various failure scenarios can be 

analyzed and the overall probability of system failure can be 

determined.  Table 2 shows the results for Room B3 where 

system failure is defined as both MCS-A and MCS-B being in 

a failed state. 

Step 6 combines the uncoupled failure flow information 

generated in this method with standard PRA analysis cut sets.  

Failures that cross functional boundaries may then be found that 

are of high priority for mitigation or monitoring efforts that 

otherwise would not have likely been discovered through PRA 

analysis. 

Two tables are presented here that summarize the findings 

of the proposed method.   Table 2 represents the results from 

the proposed method while Table 3 shows the top ten cut sets 

of a simplified PRA study of Room B3. 

 

Prob/Freq Total % Top 10 UFFSR Cut Sets 

1.38E-08 100  

2.85E-09 20.64 

IE_ELECT_LOSS_TRAIN_A,MCS

-A-PMP01-

FTR,EXPORT_LIQUID,MCS-B-

PMP01 

2.56E-09 18.55 

IE_ELECT_LOSS_TRAIN_A,MCS

-A-PMP01-

FTR,EXPORT_LIQUID,MCS-B-

PS01 

1.42E-09 10.30 

IE_ELECT_LOSS_TRAIN_A,MCS

-A-PMP01-

FTR,EXPORT_SOLID,MCS-B-

PS01 

1.34E-09 9.71 

IE_ELECT_LOSS_TRAIN_A,MCS

-A-PMP01-

FTR,EXPORT_SOLID,MCS-B-

HE-01 

Figure 2: Functional Model of MCS-A 

Figure 3: UFFSR GUI 



1.29E-09 9.36 

IE_ELECT_LOSS_TRAIN_A,MCS

-A-PMP01-

FTR,EXPORT_LIQUID,MCS-B-

TS01 

1.21E-09 8.74 

IE_ELECT_LOSS_TRAIN_A,MCS

-A-PMP01-

FTR,EXPORT_LIQUID,MCS-B-

FS01 

1.00E-09 7.24 

IE_ELECT_LOSS_TRAIN_A,MCS

-A-PMP01-

FTR,EXPORT_SOLID,MCS-B-

PMP01 

7.45E-10 5.40 

IE_ELECT_LOSS_TRAIN_A,MCS

-A-PMP01-

FTR,EXPORT_SOLID,MCS-B-

SOV01 

7.18E-10 5.20 

IE_ELECT_LOSS_TRAIN_A,MCS

-A-PMP01-

FTR,EXPORT_SOLID,MCS-B-

TS01 

6.71E-10 4.86 

IE_ELECT_LOSS_TRAIN_A,MCS

-A-PMP01-

FTR,EXPORT_SOLID,MCS-B-

FS01 

Table 2: Top 10 cut sets from UFFSR tool of Room B3 

 

Prob/Freq 

Total 

% Cut Sets 

1.35E-10 100 Total of 240 Cut Sets. Dsply. Top 10. 

1E-11 7.41 

IE_ELECT_LOSS_TRAIN_A,MCS-

A-PMP01-FTR,MCS-B-PMP01-FTR 

1E-11 7.41 

IE_ELECT_LOSS_TRAIN_A,MCS-

A-SOV03-HE,MCS-B-PMP01-FTR 

1E-11 7.41 

IE_ELECT_LOSS_TRAIN_A,MCS-

A-HE-01-PLG,MCS-B-PMP01-FTR 

1E-11 7.41 

IE_ELECT_LOSS_TRAIN_A,MCS-

A-PMP01-FTR,MCS-B-SOV03-HE 

1E-11 7.41 

IE_ELECT_LOSS_TRAIN_A,MCS-

A-SOV03-HE,MCS-B-SOV03-HE 

1E-11 7.41 

IE_ELECT_LOSS_TRAIN_A,MCS-

A-HE-01-PLG,MCS-B-SOV03-HE 

1E-11 7.41 

IE_ELECT_LOSS_TRAIN_A,MCS-

A-PMP01-FTR,MCS-B-HE-01-PLG 

1E-11 7.41 

IE_ELECT_LOSS_TRAIN_A,MCS-

A-SOV03-HE,MCS-B-HE-01-PLG 

1E-11 7.41 

IE_ELECT_LOSS_TRAIN_A,MCS-

A-HE-01-PLG,MCS-B-HE-01-PLG 

1E-12 0.74 

IE_ELECT_LOSS_TRAIN_A,MCS-

A-SOV03-CAT,MCS-B-PMP01-FTR 

Table 3: Top 10 cut sets from PRA model of Room B3 

4 DISCUSSION 

The case study in this paper is useful for demonstrating the 

methodology, which focuses on uncoupled failure flows (e.g., 

such as water from a leak traveling between two uncoupled 

systems) that would only be found in careful, specialized PRA 

analysis. In a more complex analysis of an entire plant, 

previously undiscovered uncoupled failure flows resulting in 

catastrophic system failures are expected to be found. These 

emergent system failure modes are often not identified in 

standard PRA analysis. The results in Table 3 show that a large 

quantity of cut sets are identified using PRA. However, failure 

flows that cross functional boundaries are not identified or are 

identified only as low importance failure events. In comparison, 

the cut sets identified in Table 2 are dominated by uncoupled 

failure flows not seen in Table 3.  Additionally, the probabilities 

attached to the uncoupled failure flows are more accurate as 

compared to the estimation of common cause failures (e.g.: 

flooding, fire) used in PRA. With this information, a better 

understanding of potential failure scenarios becomes available 

for the practitioner to determine where new areas of mitigation 

can be employed to reduce overall plant risk. 

PRA is a well-known analysis tool that provides valuable 

risk findings used by a variety of industries. The method 

presented in this paper provides additional failure insights not 

typically available from PRA.  The method in this paper has the 

additional advantage of being automated by using the UFFSR 

simulation tool developed by the authors. This allows for an 

improved capability of finding previously unknown failure 

propagation paths. From the case study presented in this paper, 

the top ten results (Table 2) have a higher probability than those 

found from the PRA. Further, these results were altogether 

missed or minimized by the PRA and therefore cannot be 

effectively evaluated during the plant’s life cycle. 

5 CONCLUSION AND FUTURE WORK 

The method presented in this paper focuses on the 

improvement of finding failure flows that propagate across 

uncoupled functions in complex systems. Results are compared 

to PRA and show a strong case for the inclusion of this method 

when performing PRA. In the case study, many potential failure 

scenarios that would disable both cooling system loops were 

missed or minimized in importance by the PRA but were 

discovered by the method and the UFFSR tool. 

While at the current maturity of this research, the method 

presented compliments PRA, future work will develop the 

method in a more comprehensive solution to determine a larger 

set of failures. In doing this, only a single analysis would need 

to be performed rather than combining with PRA results. 

Additional future work includes developing the method 

into a design tool. Currently the method does not address 

mitigation of failures and propagation paths. The future work 

will optimize component location, and the addition of 

components, such that failures are mitigated; especially those 

crossing normally uncouple functional boundaries. Since the 

current method ties well into functionality, the future work will 

mesh well with systems engineering approached for design.  A 

better understanding of the feedback loop between sensors, 

electrical control systems, and actuators may also be achieved 

through further expansion of this method. 
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